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Overview 
We have built a real-time stereo vision applica-
tion  that estimates depth from stereo imagery 
such as existing stereo images and videos, as well 
as live streams from a stereo webcam.  

All core processing parts are implemented using 
C for CUDA and run on a Quadro FX 5800. 

Motivation 
Depth maps enable interesting and useful effects 
in video conferencing, such as video refocusing 
and background replacement. Stereo vision is 
also used in many automated systems for object 
detection and recognition. Both require real-time 
frame-rates for interactivity and a fast response. 

Adaptive Support Weights 
We developed an approximation to Adaptive 
Support Weights that is 200× faster than a naïve 
GPU implementation. Our implementation runs 
at 20 frames per second on a video of 480×270  
pixels and 40 disparity levels (104 MDE/s). 

Hierarchical Belief Propagation 
Our implementation runs at 4.5 frames per 
second on full-resolution stereo webcam footage 
(752×480×64), which is about 60× faster than a 
comparable CPU implementation. 

For the refocusing demo below, we down-sample 
the video to 320×205 with 30 disparities which 
runs at 18 frames per second, or 15 frames per 
second when including the effect rendering time. 

Future Work 
Depth estimation algorithms that work on stereo 
videos need to incorporate temporal evidence to 
resolve ambiguities and to reduce flickering for 
creating temporally more coherent depth maps. 
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