
Preserve the target identity: align a 
rigged mesh (morphed blenshapes) to 
the target's Multi-View Reconstruction
Transfer expressions: use the blend-
shape coefficeint generated by tracking 
source with ARKit to create a expression
Use the blendshape expression as proxy 
for Image-based Rendering
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• Casually create photo-realistic avatar
• Interactively animate target avatars
• Allow real-time re-enactment of new views
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Pipeline

• Focus on re-enacting frontal pose [1]

• Lack of realism and lengthy capture process [2]

• Target identity not preserved [3]


