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Figure 1. Our framework efficiently learns the neural duplex radiance field from a NeRF model for high-quality real-time view synthesis.

Abstract

Neural radiance fields (NeRFs) enable novel-view synthe-
sis with unprecedented visual quality. However, to render
photorealistic images, NeRFs require hundreds of deep mul-
tilayer perceptron (MLP) evaluations – for each pixel. This
is prohibitively expensive and makes real-time rendering
infeasible, even on powerful modern GPUs. In this paper,
we propose a novel approach to distill and bake NeRFs into
highly efficient mesh-based neural representations that are
fully compatible with the massively parallel graphics render-
ing pipeline. We represent scenes as neural radiance features
encoded on a two-layer duplex mesh, which effectively over-
comes the inherent inaccuracies in 3D surface reconstruc-
tion by learning the aggregated radiance information from a
reliable interval of ray-surface intersections. To exploit local
geometric relationships of nearby pixels, we leverage screen-
space convolutions instead of the MLPs used in NeRFs to
achieve high-quality appearance. Finally, the performance
of the whole framework is further boosted by a novel multi-
view distillation optimization strategy. We demonstrate the
effectiveness and superiority of our approach via extensive
experiments on a range of standard datasets.

1. Introduction

Reconstructing 3D scenes by a representation that can be ren-
dered from unobserved viewpoints using only a few posed
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images has been a long-standing goal in the computer graph-
ics and computer vision communities. Significant progress
has recently been achieved by neural radiance fields (NeRFs)
[26], which are capable of generating photorealistic novel
views and modeling view-dependent effects such as specu-
lar reflections. In particular, a radiance field is a volumetric
function parameterized by MLPs that estimates density and
emitted radiance at sampled 3D locations in a given direction.
Differentiable volume rendering then allows the optimization
of this function by minimizing the photometric discrepancy
between the real observed color and the rendered color.

Despite the unprecedented success and enormous practi-
cal potential of NeRF and its various extensions [3, 6, 57],
an inescapable problem is the high computational cost of
rendering novel views. For instance, even using a powerful
modern GPU, NeRF requires about 30 seconds to render a
single image with 800×800 pixels, which prevents its use
for interactive applications in virtual and augmented real-
ity. On the other hand, the rapid development of NeRF has
spawned abundant follow-up works that focus on optimiza-
tion acceleration [18, 28, 54], generalization [5, 47, 53], and
enabled different downstream tasks, including 3D styliza-
tion [11, 16, 30], editing [24, 50, 55, 56], or even perception
[10, 17]. Thus, a generalized method that can learn and ex-
tract a real-time renderable representation given an arbitrary
pretrained NeRF-based model, while maintaining high ren-
dering quality, is highly desirable.

The huge computational cost of rendering a NeRF rep-
resentation mainly comes from two aspects: (1) For each
individual pixel, NeRF requires sampling hundreds of loca-
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tions along the corresponding ray, querying density and then
accumulating radiance using volume rendering; and (2) A
large model size is required to represent the geometric details
of complex scenes well, so the MLPs used in NeRF architec-
ture are relatively deep and wide, which incurs significant
computation for the evaluation of each point sample.

Figure 2. NeRF surface.

In this paper, we present an ap-
proach that achieves high-fidelity
real-time view synthesis by ad-
dressing these issues. To avoid the
dense sampling along each ray, one
solution is to generate a geome-
try proxy from a pretrained NeRF
model, e.g., via marching cubes
[25]. By exploiting the highly-
optimized graphics pipeline, we
could almost instantly obtain the
sample location for each ray. How-
ever, due to inaccuracies in the den-
sity field around surfaces, the extracted mesh may not faith-
fully represent the true underlying geometry and can contain
artifacts, as shown in Figure 2. Dense local sampling could
alleviate these errors to some degree, but cannot handle miss-
ing geometries or occlusions. An alternative approach is to
use rasterization for fast neural rendering [1, 37, 38, 43] by
directly baking neural features onto the surface of explicit
the geometry or point cloud. This is usually accompanied
by a deep CNN to translate rasterized features to colors and
learn to resolve the existing errors, which is expensive to
evaluate and can prevent real-time rendering.

To significantly reduce the sampled numbers while effi-
ciently handling the geometric errors, our first key technical
innovation is to infer the final RGB color according to the
radiance of duplex points along the ray. As illustrated in
Figure 3, NeRFs represent a continuous density distribution
along each ray. While it will generally be difficult to deter-
mine the exact location of a surface along the ray, it will be
easier to extract a reliable interval that contributes the most
to the final prediction by using an under- and an overesti-
mation of the geometry. Motivated by this idea, instead of
selecting a specific location for appearance calculation, or
performing expensive dense volume rendering in this inter-
val, we represent the scene using learnable features at the
two intersection points of a ray with the duplex geometry
and use a neural network to learn the color from this ag-
gregated duplex radiance information. Although only two
sampled locations are considered, we found this proposed
neural duplex radiance field to be robust in compensating
for the errors of the geometry proxy even without a deep
neural network, while effectively preserving the efficiency of
rasterization-based approaches. The NeRF MLP has become
the most standard architecture for most neural implicit repre-
sentations [7, 8, 26, 27, 31, 39]. Yet, with only a few points

Figure 3. Motivation. The continuous density distribution of NeRF
(curve above the ray) makes it difficult to identify the accurate
location of a surface (H) for appearance calculation. We thus seek
to extract a reliable interval from the density field (between dashed
lines), and learn the duplex radiance combinations to tolerate errors.

considered along the ray, the MLP struggles to constrain the
proposed neural duplex radiance field. Instead, we use a shal-
low convolutional network, which can effectively capture
the local geometric information of neighboring pixels, and
leads to a considerably better rendering quality. Finally, we
found that directly training the neural duplex radiance field
from scratch will lead to noticeable artifacts. We therefore
propose a multi-view distillation optimization strategy that
enables us to effectively approximate the rendering quality
of the original NeRF models. Remarkably, our method im-
proves run-time performance by 10,000 times compared to
the original NeRF while maintaining high-quality rendering.

2. Related Work
Our work is in the category of neural rendering. Since the in-
troduction of the seminal NeRF approach [26], the growth of
neural rendering papers is exponential [42]. Here, we focus
on works closely related to our method along two directions:
neural representations and real-time neural rendering.

Neural Representations. NeRF [26] represents the scene
as a continuous field of density and color, and generates
images by volume rendering. Built upon NeRF, Mip-NeRF
[3] represents the prefiltered radiance field for a continuous
space of scales, which enables accuracy improvements for
different resolutions. NeRF++ [57] and Mip-NeRF 360 [3]
further extend NeRF-like models for unbounded scenes, al-
lowing reconstruction of scenes with far-away backgrounds.
NeuS [46] and VolSDF [51] propose to learn a signed dis-
tance function representation by volume rendering to better
reconstruct 3D objects. This has potential for fast surface ren-
dering, but the visual quality may not reach the photorealism
of NeRF. PixelNeRF [53], IBRNet [47] and MVSNeRF [5]
learn more generalized neural representations to overcome
NeRF’s inability to share knowledge between scenes and can
achieve high-quality novel-view synthesis given sparse input
images. More recently, efforts are made to extremely reduce
the training time of NeRF such as Instant-NGP [28], using
multiresolution hash encoding for training acceleration, or
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Figure 4. Architecture of Neural Duplex Radiance Fields. Our neural representation builds on a two-layer duplex surface extracted from a
NeRF model, which approximates the reliable interval covering the true underlying geometry. For each sampled target camera ray with view
direction d, we find the duplex ray-surface intersections and derive the radiance features using barycentric interpolation. We use a shallow
CNN to aggregate the local geometry and appearance information, and produce view-dependent colors, which effectively ensures rendering
efficiency. The output color is directly compared with the pixels of rendered or ground-truth views to optimize the whole representation.

TensoRF [6], using tensor factorization to enable memory-
efficient feature storage and so on [18, 41, 54]. Neural light
field networks [40] learn to directly map rays to observed
radiance, and thus only require a single evaluation per pixel.
Recently, multiple ways have been proposed to parameterize
camera rays, such as Plücker coordinates [40], Gegenbauer
polynomials [12], or local affine embeddings [2]. Albeit with
great progress, neural light fields still struggle to achieve
view-consistent and high-quality 360-degree rendering due
to the lack of an explicit geometry prior.

Real-Time Neural Rendering. There are various direc-
tions to accelerate NeRF rendering by reducing the consid-
erable computation needed for inference of large networks
and dense sampling along view rays. For example, by de-
riving sparse intermediate representations from NeRF, such
as sparse octrees [45, 52] or sparse voxel grids [14], by di-
viding the space into many smaller MLPs [34, 35], or by
adopting an efficienct sampling strategy [15, 21, 29]. In-
spired by the rendering equation in computer graphics, Fast-
NeRF [13] proposes to factorize the NeRF and uses caching
to achieve efficient rendering. These voxel-based methods
basically leverage the caching concept to skip abundant com-
putations in exchange for a larger memory footprint. NeX
[49] proposes to combine the MPI representation and neu-
ral basis functions to enable real-time view synthesis for
forward-facing data. EG3D [4] targets 3D-aware synthesis
and supports real-time application by low-resolution ren-
dering followed by upsampling. ENeRF [23] tries to tackle
interactive free-viewpoint video by skipping the sampling of
empty space. More recently, concurrent work MobileNeRF
[9] utilizes optimized sheet meshes as proxy geometry to
achieve highly efficient rendering on commodity graphics
hardware. In contrast to MobileNeRF [9], our approach nei-
ther requires complex multi-stage optimization nor retraining
the scene from scratch; instead, our approach can serve as a
post-processing step for any existing NeRFs. Another direc-
tion explores alternative representations instead of functional
NeRFs, such as point clouds [1, 33, 38] or spheres [22].

3. Method

Our main goal is to learn an efficient 3D scene representa-
tion that enables high-quality, real-time novel-view synthesis
based on a given NeRF model. To this end, we introduce
the neural duplex radiance field (NDRF), a novel concept to
significantly decrease the number of sampled points along
a ray from hundreds to two, while preserving the realistic
details of complex scenes well (Section 3.1). Although the
query frequency is bounded by using a two-layered mesh,
the per-sample deep MLP-based forward pass in NeRF is
still burdensome and lacks expressivity, especially for high-
resolution rendering scenarios. Thus, we propose a more
efficient hybrid radiance representation and shading mech-
anism (Section 3.2). To further suppress potential artifacts
and improve the rendering quality, we leverage multi-view
distillation information to guide the optimization procedure
(Section 3.3). Finally, we demonstrate the complete render-
ing procedure and our shader-based implementation that
enables real-time cross-platform rendering (Section 3.4).

3.1. Neural Duplex Radiance Fields

Let us start with a quick review of NeRF basics. In a nut-
shell, NeRF approximates the 5D plenoptic function with
a learnable MLP, which maps a spatial location x∈R3 and
view direction d ∈ S2 to radiance c ∈R3 and density σ ∈R.
After casting a ray from the camera center through a pixel
into the scene, its color is calculated by evaluating a network
FΘ at multiple locations x along the ray, and aggregating
the radiance using volume rendering [26].

A key factor that impacts the rendering efficiency of NeRF
is the number of sampled 3D locations for each ray. Since
the volumetric representation of NeRF can be converted into
a triangle mesh via marching cubes, a natural idea is to di-
rectly bake the appearance on a geometric surface, i.e., to
only consider the radiance of ray-surface intersections. How-
ever, due to the discretization error of marching cubes and
the inherent floater artifacts of NeRF [3], the generated mesh



Figure 5. Duplex radiance field vs local sampling.H: real ray-
mesh intersection. ●: local sampled points around proxy surface.
Dashed curve: estimated surface. Solid curve: ground-truth surface.
Gray curve: not currently estimated surface. Left: The estimated
surface occludes the appearance location on the actual surface.
Middle: The red ray may not hit the estimated surface, resulting in
hole artifacts or incorrect intersections. Right: Our duplex radiance
field instead learns to combine locations on two estimated surfaces
to render the correct color, and effectively decreases ray misses.

quality is often inadequate (see Figure 2). Rasterization-
based neural rendering methods overcome imperfections in
the 3D proxy by correcting errors in screen space using a
deep CNN, which inevitably sacrifices rendering efficiency
[36, 37]. Since the geometric proxy already conveys the ap-
proximate 3D structure, an alternative way would be locally
sampling around the surface. Although this can help counter
the low-quality mesh, it struggles with missing geometry or
visible occlusions, as illustrated in Figure 5.

Representation. It is worth noting that the density distribu-
tion of NeRF, which determines the contribution of emitted
radiance to the final color of a ray, may contain multiple
peaks. This makes approximating the color of a pixel using
a single ray–surface intersection a challenging proposition.
To significantly reduce the sampled points for each pixel and
simultaneously ensure the rendering fidelity, we propose the
neural duplex radiance field FΘ ∶ R8 ↦ R3 to represent a
light ray, where FΘ learns to map a ray segment defined by
its two endpoints, x1 and x2, to integrated view-dependent
colors. More specifically, our goal is to directly learn the
color of any pixel from the ray segment defined by the re-
liable interval of the density distribution. We acquire the
endpoints of a ray segment by casting the ray into two proxy
mesh surfaces, the innerMi(Vi,Ti) and outerMo(Vo,To),
with vertex positions V● and triangle faces T●. These meshes
are extracted from different level sets of NeRF’s density field.
More formally, the ray color c could be calculated by

c = FΘ(x1,x2,d) for x1 ∈ To and x2 ∈ Ti, (1)

where x1 and x2 are the depth-sorted intersections of a given
ray with meshesMi andMo, and d denotes the view direc-
tion. We still append the view direction considering not all
rays will hit both surface proxies. The explicit triangle mesh
then will allow us to efficiently acquire the ray–surface inter-
section, benefiting from the full parallelism of the graphics
rasterization pipeline.

In most implicit neural representations, different prop-
erties like SDF, radiance, or pixel colors are encoded by a

multilayer perceptron due to its smoothness and compact-
ness properties. However, densely evaluating a deep MLP
is not a wise choice for real-time applications considering
the high computational cost of inference. Since our radiance
field is defined via two geometric surfaces, our encoding is
defined by directly attaching learnable features fk ∈RN to
each mesh vertex vk. To obtain features f(x) for any point
x on a triangle, we interpolate features within triangles using
barycentric coordinates via hardware rasterization. Thus, the
rendering equation can be re-written as

c = FΘ(f(x1), f(x2),d) with x1 ∈ To, x2 ∈ Ti, (2)

where Θ parameterizes a shallow network to learn the aggre-
gation of radiance features given each ray.

3.2. Convolutional Shading

Many NeRF-based methods use a view direction conditioned
MLP to learn view-dependent appearance effects. The dense
sampling along rays provides a feasible way to constrain the
learning of the radiance fields through shared 3D locations,
which ultimately enables high-quality and coherent render-
ing across different views. This implicit constraint, however,
does not apply to our case. To highly optimize run-time effi-
ciency, neural duplex radiance only considers two points for
each cast ray, which significantly reduces the capability of
capturing internal correlation in training, often resulting in
spatial artifacts and the degradation of rendering quality.

We resolve this issue by a convolutional shading network
that converts duplex features and view directions to per-pixel
colors in image space using a small receptive field. More
specifically, an independent pixel will be rendered by con-
sidering the neighboring local geometry positions xi whose
projection K (Rxi + t) with the nearest z-coordinate lies in
the local window around this pixel location, where camera
pose R ∈SO(3), t ∈R3 and K is the intrinsic matrix. This
approach effectively increases the correlation of samples of
a 3D scene. To ensure high inference speed, we only use 2∼3
convolutional layers and limit convolution kernels to a small
2×2 window for optimal visual fidelity and view consistency.
Please refer to the supplemental material for more detailed
network architecture and parameters.

3.3. Multi-View Distillation

We observed that neural duplex radiance fields trained from
scratch fail to match the high fidelity of the original NeRFs
and produce many spatial high-frequency artifacts. To over-
come this problem, we take inspiration from KiloNeRF [35]
and use a pretrained NeRF as a teacher model to guide the
optimization of our neural duplex radiance fields. KiloNeRF
directly minimizes the differences of density and radiance in
3D volume space between teacher and student models with-
out any rendering. Considering different parameterizations



Figure 6. Visualizations of distillation view generation. Yellow
cameras: training views. Blue cameras: sampled distillation views.

of NeRF and our models, we instead use rendered multi-view
images to distill knowledge from the teacher model.

One important question is how to generate effective dis-
tillation views for rendering based on the training dataset.
For object-level datasets, camera views tend to lie on a hemi-
sphere that can be estimated and used for sampling new distil-
lation viewpoints similar with R2L [44]. For real-world cap-
tures, the camera poses may only occupy a small subspace.
To produce meaningful interpolated viewpoints under both
settings, we first align the view directions of all cameras with
the origin and convert the camera poses into Spherical coor-
dinates (r, θ,φ) relative to the origin. For each distillation
view, we then randomly sample a radius rs∼U(rmin, rmax),
angles θs∼U(θmin, θmax) and φs∼U(φmin, φmax) accord-
ing to the ranges of spherical coordinates. After converting
from spherical to Cartesian coordinates, we obtain many
suitable interpolated poses following the original viewpoint
distribution. We define the number of distillation views to
be 1,000 in all settings. Our model will be trained on the
distilled views first and then fine-tuned using the training
images to produce sharper appearance.

3.4. Real-Time Rendering

A fully trained neural duplex radiance field comprises two
meshes with per-vertex features as well as the shallow shad-
ing CNN. While we train the model using PyTorch [32], we
implemented a real-time renderer in WebGL using GLSL
shaders for cross-platform compatibility. To synthesize a
novel view, we use hardware rasterization to efficiently ren-
der two feature buffers at the output image resolution. These
buffers are sent into the CNN together with a per-pixel view
direction to aggregate the local radiance features and produce
view-dependent RGB colors. For efficiency, we implement
the CNN in two rendering passes, one pass for each layer.
Thanks to the compact size of the convolution kernels, each
convolution layer can be executed in a pixel-parallel way,
which is highly efficient, even without CUDA.

4. Experiments
4.1. Setup

Datasets. We evaluate and compare performance on the
NeRF-Synthetic [26] benchmark dataset, which contains

eight objects with 360° views at 800×800 resolution. Fur-
ther, to comprehensively compare the quality and to test
the upper bound of speed, we conduct experiments on the
megapixel-level dataset of Tanks&Temples [20], which con-
tains 1920×1080 frames. We also leverage additional real-
world datasets to perform ablation studies. All the training
and testing splits follow the published literature.

Baselines. We compare with two representative effi-
cient novel-view synthesis approaches: KiloNeRF [35] and
SNeRG [14]. For quantitative comparisons, we directly use
the published numerical results. For qualitative comparisons,
we retrain both methods on different datasets following orig-
inal configurations, since not all checkpoints are released.

Evaluation Metrics. We measure rendering quality by
comparing predicted novel views and ground-truth images
using standard metrics: peak signal-to-noise ratio (PSNR),
structural similarity index (SSIM) [48], and learned percep-
tual image patch similarity (LPIPS) [58]. Since our goal is
highly efficient rendering, we also report framerates using
frames per second (FPS). We also compare the GPU memory
consumption in GB for WebGL applications, to quantify the
trade-off between speed, quality, and memory. Finally, we
compare the training speed by recording the total optimiza-
tion time in hours. Our test system consists of an NVIDIA
RTX 2080 Ti GPU, an i7-9700K CPU, and 32 GB RAM.

Implementation. We implement the CUDA version with
20-dimensional learnable radiance features and a three-layer
convolutional network. To ensure high efficiency and match
the shader implementation, in the WebGL version, we de-
crease the learnable feature dimension attached to the geom-
etry surface from 20 to 8 and remove the final convolution
layer. This results in some performance degradation on both
datasets compared with our CUDA version, but brings re-
markable FPS improvement and cross-platform properties,
since the renderer implementation no longer requires CUDA.
More details regarding the architecture design and parame-
ters setting can be found in the supplementary material.

Optimization Details. We build our method on top of
PyTorch [32] and use the Adam optimizer [19] with β1 = 0.9
and β2 = 0.999. Our method converges in 200,000 iterations,
where the first half is optimized on the distillation views
and the second half on the original training images. In each
iteration, we randomly sample one view, cast all rays into the
geometry to fetch the duplex radiance features, and generate
complete screen-space buffers (or local patches if training
memory is insufficient) for the convolutional shading. The
learning rate is set to 10−3 initially, with exponential decay to
10−5 thereafter. We chose TensoRF [6] as the teacher NeRF
model considering its high efficiency of reconstruction and
synthesis of distillation views. To convert the density field
into the duplex mesh geometry, the two thresholds are set
empirically to 10−4 and 10−2, respectively.



Table 1. Quantitative results on Synthetic-NeRF [26] and Tanks&Temples [20] datasets. The best result is highlighted in bold. Ours
(laptop): Run on an M1 MacBook Pro with 16 GB RAM. Others run on a desktop. N+M: N is the training time and M is the baking time.

Dataset Method Backend FPS ↑ PSNR ↑ SSIM ↑ LPIPS ↓ Training
(hours)

Training
Specs

Synthetic-NeRF
800×800

KiloNeRF [35] CUDA 33.47 31.00 0.950 0.030 ∼35+14 1×V100
SNeRG [14] WebGL 89.43 30.38 0.950 0.050 ∼30+5 8×A100

Ours CUDA 59.71 32.14 0.957 0.030 6.61 1×3090
Ours WebGL 282.67 30.43 0.945 0.049 1.01 1×3090
Ours (laptop) WebGL 62.27 30.43 0.945 0.049 1.01 1×3090

Tanks&Temples
1920×1080

KiloNeRF CUDA 16.30 28.41 0.910 0.090 ∼24+24 1×A100
SNeRG WebGL 55.48 24.95 0.882 0.184 ∼30+5 8×A100

Ours CUDA 27.49 28.12 0.915 0.089 9.02 1×A100
Ours WebGL 186.94 27.08 0.895 0.130 1.84 1×A100
Ours (laptop) WebGL 33.64 27.08 0.895 0.130 1.84 1×A100

Table 2. Memory–Quality–Speed trade-off. Peak GPU memory
consumption (GB), rendering quality, run-time performance com-
parisons on Tanks&Temples [20] dataset for WebGL applications.

Method Memory (GB) ↓ PSNR ↑ FPS ↑
SNeRG 4.19 24.95 55.48
Ours 0.99 27.08 186.94
Ours (laptop) 0.94 27.08 33.64

Table 3. Quantitative ablation study of proposed components.
Our full model performs significantly better than all variations.

Duplex Conv Distill PSNR ↑ SSIM ↑ LPIPS ↓
✓ ✓ 26.95 0.884 0.12

✓ ✓ 30.03 0.942 0.05
✓ ✓ 29.66 0.932 0.06
✓ ✓ ✓ 32.14 0.957 0.03

4.2. Results

Quantitative Comparison. We provide extensive quanti-
tative comparisons in Table 1. Compared with CUDA-based
KiloNeRF [35], our CUDA version achieves significantly
better rendering performance in terms of PSNR (more than
1 dB) and SSIM on the Synthetic-NeRF dataset [26] with
much higher run-time FPS and lower training time. The
PSNR of our CUDA-based model on Tanks&Temples [20]
is slightly lower than KiloNeRF, even though the novel views
of KiloNeRF contain severe artifacts, as shown in Figure 7.
This may be caused by the characteristics of PSNR, which
only measures pixel-level differences and ignores the struc-
tural similarity. In this situation, SSIM would be a better
metric to indicate the performance gap between our method
and KiloNeRF (0.915 vs. 0.910).

We also compare with WebGL-based SNeRG [14]. Even
at 1920×1080 resolution, our WebGL-based model achieves
180+ FPS on a desktop-level GPU, and 30+ FPS on a laptop

using Chrome, with better rendering fidelity than SNeRG.
In addition, our method requires about two orders of magni-
tude less computation for training compared to SNeRG. We
also show the trade-off comparison regarding memory con-
sumption, image quality and rendering speed in Table 2 un-
der high-resolution setting, which comprehensively demon-
strates the superiority of our method.
Qualitative Comparison. To further verify our method’s
benefit in terms of rendering quality over existing fast ren-
dering NeRF techniques, we show qualitative comparisons
in Figure 7. As we can see, both baselines, KiloNeRF and
SNeRG, cannot render the high-quality details of the scenes,
which are possibly bounded by the voxel resolution; how-
ever, simply increasing the voxel resolution will directly
lead to cubic growth of memory cost. Besides, some tex-
ture artifacts and wrong view-dependent specular highlights
also exist in the baselines, which are visually inferior to our
method. More importantly, in the Tanks&Temples dataset,
we could observe vibrant blocking degradation from the re-
sults of KiloNeRF. The potential reason is KiloNeRF has lim-
ited generalization capability to out-of-distribution (OOD)
views since there are no correlations between space-isolated
MLPs. By contrast, our method can render consistent and
high-fidelity views with good view generalization ability.

4.3. Ablation Study

Duplex Radiance. To verify the effectiveness of our pro-
posed neural duplex radiance, we compare with a variation
that only considers a single ray-surface intersection. More
specifically, we only adopt the mesh extracted from NeRF
model with threshold 10−4 to ensure geometry proxy could
cover all pixels and avoid hole artifacts. As shown in Table 3
and Figure 8, rendering without duplex radiance dramatically
downgrades the quality of novel-view synthesis since the
coarse geometry extracted from NeRF could not provide rea-
sonable shading locations. More results about using single
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Figure 7. Qualitative comparisons with various baselines on Synthetic-NeRF (top) and Tanks&Temples (bottom) datasets. We show
the novel views synthesized by KiloNeRF, SNeRG and ours. Our approach effectively speeds up the inference efficiency while maintaining
the high quality of the rendered frames.

No Duplex No Conv No Distill Full Model

Figure 8. Qualitative results for each ablation study. Our full
model achieves the best rendering quality among all variations.

radiance feature but with different thresholds can be found
in the supplementary materials.

Convolution vs MLP. In contrast to most NeRF meth-
ods, which integrate radiance only along a single ray, we
aggregate all the radiance information of the local geome-
try surface via convolution kernels. Figure 8 and Table 3
demonstrate that the convolutional shading network can ren-
der high-fidelity novel views more robustly, and effectively
overcomes the under-constrained problem while only con-
sidering two sample locations for each ray.

No Distillation. In this ablation study, we remove all the
distillation views and only train the model based on known
views. Our results in Figure 8 show that optimization without
distillation views will lead to high-frequency artifacts in the
geometry, which the spatial convolutional kernels are unable
to effectively handle as well.

Influence of Network Size. We have noticed that decreas-
ing the radiance feature dimension and network size will
result in some quality degeneration in Table 1. Hence, one

Deeper Ours Deeper Ours

Figure 9. Ablation study on the network size. Increasing the depth
and receptive field of the convolutional shading network does not
lead to an improvement on rendering quality in a consistent manner.
Zoom in for more details.

interesting question is whether performance can be boosted
consistently by increasing the network parameters and recep-
tive fields. We conduct this experiment on the Fox dataset.
More specifically, we double the network layers and boost
the original used convolution layers with larger receptive
fields. As shown in Figure 9, the deeper network does not
bring more quality gains. By contrast, the synthesized novel
views become more blurry than our method and lose many
textural details, which may be caused by the learning diffi-
culty of a deep network. Leveraging more advanced architec-
tures or loss functions, such as adversarial objectives, could
potentially resolve this issue.

Generalization to out-of-distribution views. NeRF has
strong capabilities to interpolate novel views, but its ren-
dering quality may drop for some novel views which don’t
follow the original distribution. This issue will be more se-
rious for distillation-based methods that try to mimic the
teacher behavior. We show out-of-distribution (OOD) syn-



KiloNeRF [35] SNeRG [14] Ours
Figure 10. Comparison of out-of-distribution (OOD) view synthesis (No ground-truth). Our method could generate high-quality and
view-dependent frames with sharper details for OOD views.

Table 4. Quantitative comparisons with the teacher model on
the Tanks&Temples [20] dataset (1920×1080).

PSNR ↑ SSIM ↑ LPIPS ↓ FPS ↑
Original NeRF [26] 28.32 0.900 0.11 0.01
Teacher TensoRF [6] 28.48 0.918 0.12 0.10
Ours w/ WebGL 27.08 0.895 0.13 186.94
Ours w/ CUDA 28.12 0.915 0.09 27.49

thesis results in Figure 10. Both KiloNeRF [35] and SNeRG
[14] do not generalize well to OOD views and produce in-
consistent and blurry artifacts, while our method synthesizes
sharper and cleaner appearance with appropriate lighting.
Comparison with Teacher Model. Since our method in-
volves multi-view distillation, we also measure the quantita-
tive differences between our model and the teacher model
[6] in Table 4. Although the numerical results of PSNR and
SSIM are slightly inferior to the teacher model, the per-
ceptual metric LPIPS, which better correlates with human
perception, surprisingly attains better performance benefit-
ing from the better generalization ability of neural duplex
radiance field. On the other hand, the teacher model TensoRF
[6] has already optimized the run-time performance by skip-
ping the importance sampling step of original NeRF model
and tensor decomposition, but the speed is still limited for
real-world interactive applications. In contrast, our method
achieves ∼30 FPS while maintaining comparable rendering
quality. Significantly, our WebGL version reaches 10,000×
speed up over the original NeRF model.
Comparison with MobileNeRF [9]. Recently, a concur-
rent work MobileNeRF [9] also explores the rasterization
pipeline to accelerate the rendering speed of neural radiance
fields. Nonetheless, their framework involves optimizations
of both geometry and appearance leading to a high compu-
tational cost (21+ hours using 8×V100). By contrast, our
method can convert a pretrained NeRF in a few hours using
a single GPU. We provide some qualitative comparisons in
Figure 11 as well. Our approach produces more appealing
results and better view-dependent appearance.

5. Conclusion
In this paper, we proposed a novel approach for learning a
neural duplex radiance field from a pretrained NeRF for real-

MobileNeRF [9] Ours w/ WebGL MobileNeRF [9] Ours w/ WebGL

Figure 11. Qualitative comparisons with MobileNeRF. Our
method produces smoother appearance.

time novel-view synthesis. We employed a convolutional
shading network to improve the rendering quality and also
proposed a multi-view distillation strategy for better opti-
mization. Our method provides significant improvements on
run-time, bettering or preserving the rendering quality, and
at the same time, operating on a much lower computational
cost compared to existing efficient NeRF methods.

Limitations. It is challenging to extract useful duplex
meshes from NeRFs to represent transparent or semi-trans-
parent scenes and our method is no different. Integrating
order-independent transparency (OIT) with the NeRF frame-
work may be a potential solution to speed up its rendering.
In addition, the quality of the geometry proxy will directly
influence the learning of neural representations, thus we
would also like to explore scene-specific thresholds rather
than empirical defined values while generating meshes, for
instance, based on signed distance functions or on the statis-
tics of the density values, for more robust proxy extraction.
Currently, our method focuses on object-level and bounded-
scene datasets. Efficiently rendering real-world unbounded
scenes is a promising future direction. Finally, our experi-
ments demonstrate that sufficient learnable parameters are
crucial to achieve better rendering fidelity. Hence, to counter
the performance degradation in the WebGL version, boost-
ing the running efficiency of larger CNN in the fragment
shader, or leveraging other acceleration frameworks, could
also be considered in future work.
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